
Goodness of �t and
overdispersion
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• No class on Friday Cat of town

- I will post an activity or a pre-recorded lecture

• Hw s released



Recap: EDMs and deviance
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Examples :

1) Poisson : Hun) = ylogu - u convention :

Ely,y)
= ylogy - y 010g0=0

⇒ Olya) =2(ylog( Fu) - ly -µ))

2) Bemw : fly,µ) = ylog (En) tlogltn)
= ylogir + G-g) log Clad
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Saddlepoint approximation
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Vin = 2¥ Varc'D = ¢ . vln) Naf :
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If saddlepoint approximation holds

, dlYi¥ ≈ X? ( 5.4.3 in
book]
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Saoolepointapproximaticns
• Norment : " approximation

"

is exact

• Poisson : want min{Yi} 23

•Bernoulli : approximation doesn'thold

⇒ no goodness of fit
test for binary response

For Poisson data
, if min { Yi} <3

the GOF test

tends to be conservative
,
so a

small p-value still

indicates lack of fit



Data

A concerned parent asks us to investigate crime rates on college
campuses. We have access to data on 81 different colleges and
universities in the US, including the following variables:

: college (C) or university (U)

: the number of violent crimes for that institution in the
given year

: the number of enrolled students, in thousands

: region of the US C = Central, MW = Midwest, NE =
Northeast, SE = Southeast, SW = Southwest, and W = West)
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Goodness of �t

Goodness of �t test: If the model is a good �t for the data, then the
residual deviance follows a  distribution with the same degrees
of freedom as the residual deviance

Residual deviance = 621.24, df = 75

So our model might not be a very good �t to the data.

Why might our model not be a good �t?

5 / 14

[
⇔

0--1

• Need to add explanatory variables

• Poisson distribution is abad choice



Offsets

We will account for school size by including an offset in the model:
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-

offset term

note: no 13!



Motivation for offsets

We can rewrite our regression model with the offset:
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⇒ log Chi) - log (Enroll;) = Bo + Dimwit ^ -
- -

⇒ log ( want;) = Bot Dimwit ^^
-

= expected rate of crimes

Enrollment ,
'



Fitting a model with an offset

The offset doesn't show up in the output (because we're not
estimating a coef�cient for it)
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Fitting a model with an offset

How would I interpret the intercept -1.30?
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When to use offsets

Offsets are useful in Poisson regression when our counts come
from groups of very different sizes (e.g., different numbers of
students on a college campus). The offset lets us interpret model
coef�cients in terms of rates instead of raw counts.

With your neighbor, brainstorm some other data scenarios
where our response is a count variable, and an offset would be
useful. What would our offset be?
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Goodness of �t
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Overdispersion

Overdispersion occurs when the response  has higher variance
than we would expect from the speci�ed EDM

Why is it a problem if  has more variance than we account for
in our model?
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Estimating 
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Using 
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